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SUMMARY

This paper concerns the modelling of dynamically loaded journal bearing systems using a moving
spectral element method. The moving grid method employed in this paper is the arbitrary Lagrangian–
Eulerian (ALE) method. The ALE methodology is compared with a quasi-Eulerian approach in the
context of dynamically loaded journal bearings and the advantages of adopting the ALE formulation
are highlighted. A comparison with the predictions of lubrication theory is also presented and the
limitations of the lubrication approximation are demonstrated when inertial e�ects are signi�cant. A
comprehensive set of results is presented illustrating the salient features of the spectral element mesh
generation schemes described in the paper and the way in which these impinge on the e�ciency of the
iterative solution of the discrete equations at each time step. Copyright ? 2005 John Wiley & Sons,
Ltd.
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1. INTRODUCTION

Most problems in Newtonian �uid mechanics are expressed using the Eulerian formulation in
which the reference system is �xed in space. Discretization methods for problems posed using
this formulation use points (�nite di�erence schemes) or elements (�nite element schemes)
�xed in space. If the boundary of the domain moves as it does in moving boundary problems,
then di�culties can arise when the boundary is not aligned to the �nite di�erence mesh or a
side of a �nite element. This necessitates the use of an interpolation scheme to impose the
conditions.
On the other hand, the Lagrangian formulation, which is widely used in solid mechanics

applications, uses a reference system that is associated with material particles. Excessive

∗Correspondence to: D. Rh. Gwynllyw, School of Mathematical Sciences, University of the West of England,
Bristol BS16 1QY, U.K.

†E-mail: Rhys.Gwynllyw@uwe.ac.uk
‡E-mail: phillipsTN@cardi�.ac.uk

Received 23 June 2004
Revised 2 December 2004

Copyright ? 2005 John Wiley & Sons, Ltd. Accepted 6 December 2004



424 D. Rh. GWYNLLYW AND T. N. PHILLIPS

particle movement can present problems such as distortion of �nite elements. In this situation,
in order to avoid deterioration in accuracy, the underlying �nite element mesh needs to be
regenerated (remeshing) with interpolation used to transfer variables from the old to the new
mesh.
The shortcomings of pure Lagrangian and Eulerian descriptions prompted the development

of what are known as arbitrary Lagrangian–Eulerian techniques. These methods utilize the
advantages of both the Lagrangian and Eulerian formulations whilst at the same time avoiding
their drawbacks. The ALE method was �rst proposed in the �nite di�erence context by Hirt
et al. [1] and Noh [2]. In the 1980s, the method was developed for �nite element applications
by Donea et al. [3] and Belytschko et al. [4]. The ALE approach is based on the arbitrary
movement of the reference frame, i.e. the reference system is not �xed a priori in space or
associated with the �uid. It may be considered as a computational reference system that can
be chosen quite arbitrarily and which is continually changing in order to allow for the precise
description of moving interfaces and to ensure the integrity of the mesh over time.
There are alternative methods that could be used for performing numerical simulations

of problems involving a computational domain that is evolving in time. For example, there
is the space–time �nite element method developed by Hughes and Hulbert [5] and Tezduyar
et al. [6, 7]. In this approach, the temporal as well as the spatial coordinate is discretized using
�nite element methods. The deformation of the spatial domain in time is re�ected through
the deformation of the mesh in the temporal co-ordinate. An advantage of this approach is
its generality. It is possible to view the ALE �nite element method as a special case of the
space–time method (see Reference [8], for example).
The distributed Lagrangian multiplier (DLM) particle mover has also been developed by

Glowinski et al. [9] to simulate �uid–solid systems. The basic idea behind the DLM particle
mover is to extend a problem de�ned on a time-dependent geometrically complex domain
to a stationary, larger but simpler domain known as the �ctitious domain. On this �ctitious
domain, the constraints of rigid body motion of the particles are enforced using a distributed
Lagrange multiplier, which represents the additional body force required to maintain the rigid
body motion inside the particle.
Finally, a completely di�erent approach is based on the lattice Boltzmann method (LBM).

Unlike conventional numerical schemes based on discretizations of macroscopic continuum
equations, LBM is based on microscopic models and mesoscopic kinetic equations. The idea
underlying LBM is to construct simpli�ed kinetic theory models that incorporate the essential
physics of the microscopic or mesoscopic processes so that the macroscopic-averaged prop-
erties obey the desired macroscopic equations. A full account of LBM may be found in the
monograph of Succi [10].
The development of the ALE technique to simulate the motion of particles in �uids is due

to Hu and co-workers [11, 12]. The method has been used to solve problems involving both
Newtonian and viscoelastic �uids in two-dimensional and three-dimensional geometries. In
a more recent paper Hu et al. [13] introduced a combined weak formulation incorporating
both the �uid and particle equations of motion. The advantage of this approach is that the
hydrodynamic forces and moments on the particles do not need to be computed explicitly,
thus contributing to a more stable scheme.
An implementation of ALE within the spectral element context was originally proposed by

Ho and Patera [14, 15] who used the technique to simulate free surface �ows. The spectral
element approximation introduces high-order accuracy into the spatial discretization. In this
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paper we use this combination to perform direct numerical simulations of the motion of a
moving journal bearing system.
Two distinct moving journal bearing systems are considered in this paper, namely the

dynamically loaded journal bearing (DLJ) and the journal bearing simulator (JBS). The dy-
namically loaded journal bearing is a system whereby the journal rotates about its own centre
at a given angular velocity but whose axis is free to move under the forces imparted on
the journal. These forces are a combination of hydrodynamic forces and prescribed external
applied loads. In contrast, the journal bearing simulator is a system whereby the journal’s
path is prescribed and is not dependent upon the hydrodynamic forces.
The paper is organized as follows. In Section 2 the governing equations for a generalized

Newtonian �uid are introduced and the viscosity law is described. In Section 3 the dynamically
loaded journal bearing problem is de�ned. An analysis of the problem using lubrication theory
is described in Section 4, with particular reference to the in�uence of inertia. The spectral
element discretization is described in Section 5 together with iterative methods for solving the
spectral element equations at each time step. The quasi-Eulerian (QE) and ALE strategies for
moving the mesh are described in Section 6. An implicit algorithm for determining the motion
of the journal is discussed in Section 7 and strategies for generating the computational grid
are described in Section 8. Numerical results comparing the e�ciency of the preconditioners
for solving the linear system of equations generated by the spectral element method and
the strategies for mesh generation and movement are presented in Section 9. A comparison
between predictions obtained using direct numerical simulations using the ALE formulation
and those obtained using lubrication theory is also given in Section 9. Finally, concluding
remarks are provided in Section 10.

2. GOVERNING EQUATIONS

The governing equations for an incompressible inelastic �uid comprise the conservation of
momentum

�
(
@C
@t
+ C · ∇C

)
= − ∇p+∇ · �+ b (1)

the conservation of mass

∇ · C=0 (2)

and the constitutive equation

�=2�(�̇; p)d (3)

where C represents �uid velocity, p is the pressure, � is the density, � is the variable viscosity,
b is a body force, �̇=

√
2 tr(d2) is the generalized shear-rate, � is the deviatoric stress tensor

and d= 1
2 (∇C+ (∇C)T) is the rate of deformation tensor. In non-Newtonian �uid mechanics

the deviatoric stress tensor is more commonly known as the extra-stress tensor and it is this
terminology that will be adopted for the rest of this paper. Here tr(A) denotes the trace of
a tensor A. The generalized shear-rate reduces to the shear-rate in a pure shear �ow. The
constitutive equation (3) is a modi�cation of the usual generalized Newtonian model to include
pressure dependence of the viscosity.
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The viscosity law that we have used was proposed by Davies and Li [16]. It is shear-
thinning and pressure-thickening. The various parameters in the model are determined empir-
ically. The dependence of viscosity on �̇ and pressure is given by

�(�̇; p)=
{
�∞ +

(�0 − �∞)
[1 + (��̇)m]

}
× exp(−� tr(�)=3 + F) (4)

where � is a function of pressure

�=�(p)= exp(− �� tr(�)=3 + E)

�= −pI+� is the Cauchy stress tensor and �0; �∞; m; n; �; ��, E and F are material parameters.
This model describes the shear-thinning behaviour of the viscosity by a Cross-type formula.
Pressure-thickening is modelled by a simple exponential law [17]. It is important to note that
the viscosity law (4) is consistent with experiments [18] which span only limited ranges of
the pressures which the lubricants experience under general operating conditions.

3. DYNAMICALLY LOADED JOURNAL BEARING PROBLEM

Consider the two-dimensional geometry shown schematically in Figure 1. The journal of ra-
dius RJ rotates with a predetermined constant angular velocity ! about its own centre whilst
moving with a time-dependent translational velocity CJ . The journal’s motion is lubricated
by a �uid lubricant contained within a stationary bearing of radius RB. Both the journal and
the bearing are assumed to be of in�nite extent in the axial z-direction. The time-dependent
eccentricity of the system is denoted by e, with the eccentricity ratio de�ned by

RB

RJ

lubricant

ω

e

vJ

φ

Figure 1. Schematic diagram of the dynamically loaded journal bearing system.
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�= e=c, 06 �6 1, where c=RB − RJ is the average gap. The attitude angle of the journal is
denoted by �.
The motion of the journal is determined by the forces acting upon it with contributions

from a prescribed applied load (which may be time-dependent), the journal’s own weight, and
the hydrodynamic force exerted on the journal by the lubricant. The result is that the centre
of the journal traces out a non-trivial path in space.
The lubricant satis�es the governing equations (1)–(3) which are solved subject to speci�ed

boundary and initial conditions. These are, respectively,

C(x; t)= CJ (t) with x∈�J ; C(x; t)= 0 with x∈�B (5)

C(x; t=0)= C0(x) (6)

where �J and �B denote the boundaries of the journal and bearing, respectively. The ini-
tial velocity pro�le, C0(x), is the steady state solution of Equations (1)–(3) subject to the
appropriate boundary conditions. This ensures that mass is conserved globally.

4. LUBRICATION THEORY

The use of lubrication theory is the most popular approach for the analysis of dynamically
loaded journal bearings. In such methods the modelling of the �uid is based upon the Reynolds
equation which assumes a small gap in the journal bearing geometry. Certain terms in the
Reynolds equation can be eliminated using either the long or short bearing approximation
leading to a simpli�cation of the governing equations.
A number of important �uid properties have been incorporated into the study of lubri-

cation theory for dynamically loaded journal bearings. These include the issues of inertia,
non-Newtonian e�ects both in terms of shear-thinning and viscoelasticity, cavitation and elas-
tohydrodynamic lubrication. See, for example, [19–21]. Both analytical and numerical meth-
ods have been applied to the solution of the Reynolds equation in the context of dynamically
loaded journal bearings.
Collins et al. [22] investigated the stabilizing e�ects of inertia on the dynamically loaded

journal bearing. Using the Reynolds equation for a full �lm, a coupled system of second-
order di�erential equations was obtained for the motion of the journal. The solution of this
system enabled characteristic neutral stability curves to be drawn. A weakly nonlinear stability
analysis in the operational vicinity of the neutral stability curves determined the existence of
stable, small-amplitude limit cycles.
In the current work, the equations of motion for the journal, developed by Collins et

al. [22], are numerically integrated to obtain the locus of the journal under di�erent op-
erating conditions. These results are compared with the journal locus calculations obtained
by using the spectral element method to model the full governing equations of the �uid
(1)–(3).
Using the assumptions of lubrication theory, Collins et al. [22] obtained the following

expressions for the tangential and radial components of the hydrodynamic force, (Ft; Fr), up to
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terms of order �:

�Ft =
12	(1− 2�′)”

(2 + ”2)(1− ”2)1=2 + �	
{
6”′(1− 2�′)
35(2 + ”2)3

{3(26− ”2)(2 + ”2)

+ (1− ”2)1=2(”4 + 36”2 − 100)}+ 12�′′

5”(2 + ”2)2
{(2 + ”2)(2− 5”2)− 4(1− ”2)3=2}

}
(7)

�Fr =
−12	”′

(1− ”2)1=2 − �	
{
3”(1− 2�′)2

35(2 + ”2)2
[3(2 + ”2)− (1− ”2)1=2(20 + ”2)]

+
1− (1− ”2)1=2

5”
− 6”′2

5”3

[
2− (2− ”2)

(2− ”2)1=2
]
+
12”′′

5”2
[1− (1− ”2)1=2]

}
(8)

where �= c=RJ Re , Re =�cRJ!=�, �= c2=!�R3J , and the prime denotes di�erentiation with
respect to 
=!t.
In the dynamically loaded journal bearing, the bearing moves under the in�uence of the

hydrodynamic forces and an applied load, S =(Sx; Sy). The motion of the journal can therefore
be determined using the equation of motion:

m�r=F =(Fr cos �+ Ft sin �+ Sx;−Fr sin �− Ft cos �+ Sy) (9)

where r is the position vector of the centre of the journal and the double dot denotes di�er-
entiation twice with respect to t.
Both the right-hand and left-hand sides of (9) contain terms in e′′, �′′ and these can be

isolated on the left-hand side to obtain

(
e′′

�′′

)
=
1
�

(
(F2 − �e) cos � −(�e − F2) sin �
−(F1 − �) sin � (F1 − �) cos �

)

×
{(−G1 cos �+G2 sin �− F

−G2 cos �−G1 sin �

)
+ �

(−2e′�′ sin �− e�′2 cos �

2e′�′ cos �− e�′2 sin �

)}
(10)

where

Fr = e′′F1 +G1; F1 =F1(�; �; ”); G1 =G1(�; �; ”; ”′�′)

Ft =�′′F2 +G2; F2 =F2(�; �; ”); G2 =G2(�; �; ”; ”′�′)

Under the lubrication theory assumptions, this paper considers two approaches to calculate
the motion of the journal. In the �rst approach the Cartesian acceleration vector is obtained
from (9), with the velocity and locus of the journal obtained by numerical integration of the
ODE. Note that the right-hand side of (9) contains terms involving second derivatives which
are taken as the values at the previous time-step. In the second approach, Equation (10) is
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solved to obtain the ordered pair (�e; ��) and, following numerical integration, the velocity
and locus of the journal. In Equation (10) all second derivatives have been isolated on the
left-hand side of the equation.

5. THE SPECTRAL ELEMENT METHOD

5.1. Temporal discretization

We �rst consider the temporal discretization of the equations for a statically loaded journal
bearing. The temporal scheme for the dynamically loaded journal bearing will incorporate
elements of the static scheme at each time step within an iterative scheme for the movement
of the journal. The temporal discretization for the dynamically loaded case is described in
Section 7.
A number of semi-discrete schemes were considered for the transient discretization of the

�uid’s governing equation. Under consideration were the implicit Euler scheme, an Adams
Moulton=Bashforth type scheme and a Gear backward di�erentiation scheme. All the schemes
come under the general description of the following semi-discrete system:

�
(
F(n+1); (n); (n−1)

�t
+C(n+1); (n); (n−1)

)
=L(n+1); (n) (11)

∇ · C(n+1) =0 (12)

�(n+1) = �(∇C(n+1) + (∇C(n+1))T) (13)

where the bracketed superscript represents the time level. The vector functions F ;C ;L repre-
sent the semi-discrete representation of the time derivative of velocity, the nonlinear convection
term and the remaining linear terms, respectively.
For the implicit Euler scheme, the vector functions take the following interpretations, where

m is the velocity of the grid and b represents body forces:

F(n+1); (n); (n−1) = C(n+1) − C(n) (14)

C(n+1); (n); (n−1) = (C(n+1) −m) · ∇C(n+1) (15)

L(n+1); (n) = ∇· �(n+1) − ∇p(n+1) + b(n+1) (16)

Two Adams based schemes were considered. For the �rst Adams scheme, the linear terms,
L, were treated using the implicit second order Adams Moulton and the nonlinear convection,
C , treated using explicit second order Adams Bashforth. For the second Adams scheme,
both the linear and nonlinear terms were treated using the implicit second order Adams
Moulton scheme. For both Adams based schemes, the time derivative is as in the implicit Euler
scheme (14).
For the second order Gear’s method the time derivative, F , is given by

F(n+1); (n); (n−1) = 1
2 (3C

(n+1) − 4C(n) + C(n−1)) (17)

with the other functions, L;C , given as for the Euler approach (15)–(16).
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Typically, for a statically loaded journal bearing m= 0. However, a non-zero value of m
is employed in Section 9.2.1 as a veri�cation exercise. Another reason for including a mesh
velocity in the above equations is to facilitate the extension of the above scheme to the case
of the dynamically loaded journal.
When the convection term, C , is treated implicitly, the nonlinear scheme (11)–(13) is

solved iteratively for (p; C; �) at time level n + 1 using a simple Picard iteration scheme,
which is described in the appendix. Each iteration involves the solution of a semi-discrete
transient Stokes problem. In a number of cases an implicit treatment of the convection term
is essential for numerical stability.
In practice, the number of such Picard iterations required to solve the semi-discrete system

of Equations (11)–(13) at each time step is of the order of �ve. Only in extreme cases,
such as when the journal lies very close to the bearing, did the scheme fail to converge. As
expected, this implicit system is signi�cantly more robust than the explicit approach in which
the inertia term is computed at the previous time step. Furthermore, the scheme performed
better than the popular operator integration factor splitting (OIFS) approach of Maday et al.
[23] which is a second-order characteristics method.
We do not present results here regarding the comparison of the di�erent transient discretiza-

tion schemes. However, the Adams based schemes, for both the static and dynamically loaded
journal, were signi�cantly less robust than the backward Euler and second order Gear’s
method, often displaying spurious oscillatory behaviour. The Euler scheme provided the back-
bone to the development of the numerical algorithm and the second order Gear approach was
chosen as the �nal transient discretization scheme for the �uid’s governing equations.

5.2. Spatial discretization

The spectral element method is based on a weak formulation of the governing equations.
The formulation of the problem is a combination of the three-�eld spectral element approach
of Gerritsma and Phillips [24] and the variable viscosity model of Gwynllyw and Phillips
[25]. The three-�eld formulation is implemented since it can be readily extended to viscoelas-
tic �ows and does not result in any signi�cant increase in computational complexity when
compared with the velocity–pressure formulation. Here we will give a brief description of
the spectral element method for the generalized Newtonian �uid, using the pressure–velocity–
stress formulation.
The weak form of the semi-discrete scheme (11)–(13) is as follows: Find (C; p; �)∈X (	)

×L20(	)×Y (	) such that∫
	
(p∇ ·w) d	 +

∫
	
(� : ∇ ·w) d	 + �

�t

∫
	
(w · C) d	=

∫
	
(w · f) d	 ∀w∈X (	) (18)

∫
	
(q∇ · C) d	=0; ∀q∈L2(	) (19)

∫
	
(� : s) d	 +

∫
	
2�(s : ∇C) d	=0 ∀s∈Y (	) (20)

where we have dropped the time level n+ 1 from the superscript on C, p and �. Here

f =�((C(n)=�t)− (C(n+1) −m) · ∇C(n+1)) + b(n+1)
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and the various function spaces used in (18)–(20) are de�ned by

X (	)= [H 1(	)]2; Y (	)= [L2(	)]4s ; L20(	)=
{
�∈L2(	) :

∫
	
� d	=0

}
The stress space Y (	) is the space of symmetric 2× 2 tensors whose components are square
integrable over 	.
The spectral element method is a technique for solving problems de�ned in complex geome-

tries. In this method the computational domain is partitioned into several spectral elements.
This decomposition of the domain is geometrically conforming in the sense that the inter-
section of two adjacent elements is either a common vertex or an entire edge. Each spectral
element is mapped onto the parent element D=[−1; 1]2 using the trans�nite mapping tech-
nique of Gordon and Hall [26]. The corresponding discrete weak formulation of the problem
is constructed by replacing the integrals over each element by appropriate Gauss–Legendre
quadrature rules. This procedure results in a system of linear equations for the primitive
variables.
A two-dimensional Gauss–Lobatto Legendre grid with (N + 1)2 nodes is constructed over

each spectral element which is mapped to the parent element. Each primitive variable is then
approximated over the parent element using Legendre Lagrangian interpolants. For example,
the velocity representation over the parent element is given by

CkN (�; 
)=
N∑
i=0

N∑
j=0
Cki; jhi(�)hj(
) (21)

where hi : [−1; 1]→ R are Lagrangian interpolants on the Gauss–Lobatto Legendre collocation
points and CkN is the discrete velocity �eld for the kth spectral element. Hence, the velocity
�eld is chosen to be in PN;K , the space of polynomials of degree N or less, de�ned over the
K elements.
As for the �nite element method, the velocity and pressure approximations must satisfy the

Babu
ska-Brezzi condition to avoid the presence of spurious modes. In the framework of
the spectral element method Maday and Patera [27] have shown that a suitable choice for the
pressure approximation space is

MN =L2(	) ∩ PN−2; K (22)

The pressure nodes are chosen to be the interior Gauss–Lobatto Legendre points resulting in
the following representation over the parent grid:

pkN (�; 
)=
N−1∑
i=1

N−1∑
j=1
pki; jĥi(�)ĥj(
) (23)

where ĥi : [−1; 1] → R are Lagrangian interpolants on the interior Gauss–Lobatto Legendre
collocation points and pkN is the discrete pressure �eld for the kth spectral element.
From the work of Gerritsma and Phillips [24], the components of the extra-stress tensor

are chosen in PN;K , and thus the extra-stress tensor has a representation of the form identical
within the spectral element as that for the components of velocity

�kN (�; 
)=
N∑
i=0

N∑
j=0
�ki; jhi(�)hj(
) (24)
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Along an element interface, contiguous elements share common grid points and hence there
are two unknowns associated with each component of velocity and extra-stress at such points.
The values of these unknowns are forced to be the same for the velocity thus giving rise to
a continuous velocity approximation. However, this is not done explicitly for the extra-stress
which therefore allows for the possibility of discontinuous extra-stress approximations across
element boundaries.
Test functions chosen from the appropriate subspaces of X (	), L20(	) and Y (	) are used

to generate the discrete system of equations. Combined with the iteration scheme described
in the appendix, the results are a system of linear algebraic equations:

B�N −D∗pN − �MCN = fN (25)

DCN = gN (26)

A�N − B∗CN = hN (27)

where the subscript N in these equations indicates a vector of numerical values evaluated
at the discretization points. Matrices B and D represent discrete divergence operators corre-
sponding to extra-stress and velocity, respectively. In addition, D∗=−DT and B∗=−2VBT,
where V is the diagonal matrix with entries being the �uid viscosity, �, at the discretiza-
tion points. The diagonal matrices M and A are the velocity and extra-stress mass matrices,
respectively, and �=�=�t. The CN vector does not contain values prescribed from the bound-
ary conditions; contributions from the Dirichlet boundary conditions are placed in the right
hand side of (26)–(27). Hence the vector fN contains contributions from the Dirichlet bound-
ary conditions, nonlinear convection term, the velocity at the previous time step and body
forces, and the vectors gN and hN both contain contributions from the Dirichlet boundary
conditions. Note that in order to evaluate the discrete gradient and divergence operators we
need to map the pressure pN and the test function qN within each spectral element from
the interior Gauss–Lobatto Legendre nodes onto the Gauss–Lobatto Legendre nodes on the
boundary of the element.
Block Gaussian elimination yields a symmetric semi-positive de�nite system for the pressure

unknowns

SpN = cN ; (28)

where

S=DE−1D∗; E=BA−1B∗ − �M (29)

and cN = gN −DE−1kN and kN = fN − BA−1hN . Matrix A is diagonal and hence its inversion
is trivial.
The matrix S is made positive de�nite by imposing a zero volume condition on the pressure

�eld to eliminate its arbitrariness. The velocity is computed using

ECN =D∗pN + kN (30)

and the discrete stress is evaluated by

A�N =B∗CN + hN (31)
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To summarize, the solution of (28), (30) and (31) in that order results in the numerical
values for pN , CN and �N , respectively, at the discretization points. The method of solution
for this system of linear equations is discussed in the next section.

5.3. Solution of the linear system

Due to the properties of S, an iterative solver for (28) is preferred. The nested preconditioned
conjugate gradient (PCG) approach to solving systems of this type is well documented [28]
and with the use of a suitable preconditioner the PCG method is found to be very e�cient.
However, for the journal bearing geometry, in which the physical aspect ratios can be large,
the standard choice of preconditioner for the Stokes problem, i.e. the pressure mass matrix,
is not robust [25].
For the case of the journal bearing, the pressure matrix S can be ill-conditioned due to

the high aspect ratio of the geometry. For the (p; C) formulation, condition numbers of the
order of 108 have been computed [25]. The result is that, even for symmetric positive de�nite
systems, the conjugate gradient algorithm fails to converge. Improved condition numbers have
been computed for the (p; C; �) formulation but ill-conditioning problems are still encountered
[29]. A solution to this problem, is to evaluate the inverse of the pressure matrix S using a
direct method (such as Choleski decomposition), and to use that inverse as the preconditioner
for the system. Of course, given the inverse of S one can obtain a solution to (28) by one
simple matrix–vector product. However incorporating the direct inverse together with the PCG
scheme does improve accuracy in the resulting solution with, typically, two iterations of PCG
required to obtain a satisfactory solution of the ill-conditioned system. For time-dependent
problems and a static geometry, this iterative improvement approach is inexpensive since the
linear system needs to be solved a number of times with the preconditioner evaluated only
once. A more detailed study of this iterative method with high aspect ratio spectral element
grids is given in a recent paper [29]. A study of the accuracy of the resulting approximations
and its relation to both physical and elemental aspect ratios is also presented in this article.
The problem under consideration in this paper, the dynamically loaded journal bearing,

possesses an additional di�culty in that the movement of the grid needs to be determined
and hence the pressure matrix S is altered at every time-step. In this paper the size of the time-
step is kept constant, thereby avoiding the issue of the performance of preconditioners as a
function of the time-step. Following previous work [25, 30] we propose using a preconditioner
based on the inverse of the pressure matrix for a particular eccentricity ratio. Initially, the
preconditioner will be the inverse of the pressure matrix at time t=0. The performance of this
preconditioner is monitored and, if it is deemed to become ine�cient, a new preconditioner
is generated, that being the inverse of the current pressure matrix.

6. MESH MOVEMENT

This section describes the moving grid approach to the spectral element method as required for
the dynamically loaded journal bearing system. The algorithm for evaluating the motion of the
journal will be described later. Two approaches are considered for the moving grid, namely a
quasi-Eulerian approach (QE) and an arbitrary Lagrangian–Eulerian approach (ALE). In both
approaches, the physical grid moves continuously with the motion of the journal in such a
manner that the position of any grid point is a function of the eccentricity and attitude angle
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of the journal. The choice of this function has a bearing on the e�ciency of the numerical
scheme. As a result of this grid generation, the motion of any grid point is a function of
its position and the motion of the centre of the journal. Hence the motion of a grid point is
independent of the �uid’s velocity at that grid point.

6.1. Quasi-Eulerian (QE)

This subsection describes the quasi-Eulerian approach to the dynamic journal bearing prob-
lem, an approach that has been successfully employed in a number of publications (see, for
example, References [30–32]).
With the motion of a grid point de�ned we now have the concept of the velocity of a

grid point. The QE scheme makes the assumption that the velocities of all the grid points are
small in magnitude so that an Eulerian approach can be employed. That is, the partial time
derivative of the �uid velocity is approximated by

@C
@t

≈ �C
�t

(32)

where �C=�t is the referential time-derivative with respect to the moving grid. The simplest
�nite di�erence approximation of this derivative is given by

�C
�t

∣∣∣∣(n+1) ≈ C(n+1) − C(n)
�t

(33)

where C(n+1), C(n) are the �uid velocities evaluated at the same (moving) physical grid point
at consecutive time steps.
The QE scheme is simple to implement. Furthermore, for transient Stokes �ow, there are no

convection terms, thus making the resulting computation more e�cient. On the negative side,
the QE scheme imposes a limit on the grid velocity which is not quanti�ed. The current work
will report that the grid generation constraints imposed on QE can lead to preconditioning
and accuracy problems. These di�culties will be discussed in more detail in Sections 9.2.1
and 9.2.2, respectively. Although not studied in this paper, the inclusion of cavitation into the
lubricant model introduces further constraints on a moving mesh [33] which may be beyond
the limitations of the QE scheme.

6.2. Arbitrary Lagrangian–Eulerian (ALE)

A more sophisticated approach to evaluating the partial time derivative within a moving grid
system is the arbitrary Lagrangian–Eulerian (ALE) approach. In the ALE formulation the
reference system is considered as a computational reference system, which can be chosen
quite arbitrarily. Given a reference frame with velocity m then the partial time derivative can
be evaluated by

@
@t
=
�
�t

− (m · ∇) (34)

where �=�t is the time derivative with respect to the moving reference frame. When the
reference frame is �xed (m=0) the Eulerian description is recovered. When the reference
frame follows the motion of the �uid (m= C) the Lagrangian description is recovered with
�=�t becoming the material derivative.
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In this paper, the reference frame is taken to be the spectral element grid which is deter-
mined at each time step by the position of the journal. With this approach, the evaluation of
the numerical approximation to �=�t requires no interpolation. In addition, and unlike the QE
approach, no assumptions are made regarding the grid velocity. The extra convection term
introduced in the ALE scheme is absorbed into the iterative temporal scheme described in
Section 5.1 with m evaluated analytically given the velocity and position of the centre of the
journal.

7. MOTION OF JOURNAL

In terms of the journal bearing, two distinct systems are considered in this paper, namely the
DLJ and the JBS as described in the introduction.
For the DLJ system, the motion of the journal is calculated by integrating

m�r=F where F =R+ S (35)

with R being the hydrodynamic force on the journal and S being the prescribed applied load;
typically the force applied by a piston. The hydrodynamic force, R, is evaluated through the
Cauchy stress tensor by

R= −
∫
�J
� · n̂ ds (36)

where n̂ is the outward unit normal to �J , respectively.
The journal bearing simulator is a system whereby the journal’s path is prescribed. In this

paper the JBS model is used to analyse and compare the numerical schemes. In experiments,
the JBS has proved useful in investigating lubricant behaviour, such as cavitation and reaction
forces, within a dynamic environment [34]. A schematic diagram of the JBS system is given
in Figure 2.
The numerical stability of the motion of a dynamically loaded journal bearing can be

very sensitive to the mass of the journal. Not unexpectedly this was particularly relevant
when using the forward Euler formula in the evaluation of the motion of the journal [30].
In using such an explicit scheme, the applied load of the journal (F) is evaluated at each
time step in the semi-discrete representation. Double integration of (35), using the forward
Euler method, results in a new journal velocity and position being evaluated. The existence
of a journal mass threshold, beneath which the numerical evaluation of the journal’s path
is unconditionally unstable, is explained in Reference [13]. In the current work, an implicit
approach is employed to determine the path of the journal in order to improve its numerical
stability properties. As for the momentum equation, a number of di�erent schemes were
considered for the time integration to evaluate the motion of the journal. These implicit
schemes were the backward Euler scheme, Adams–Moulton scheme and the 2nd order Gear’s
method. The approach adopted for the backward Euler is as follows, with the straightforward
alteration to implement the other methods:

Given r(n); r(n+1) = r(n) + �t · C(n+1)J ; C(n+1)J = C(n)J +�t ·F (n+1)=m (37)

where r is the position vector of the journal’s centre, CJ the journal’s translational (squeeze)
velocity, F is the applied load on the journal, m is the mass of the journal and the superscripts
refer to the time stage at which these variables are evaluated.
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Figure 2. Schematic illustration of the JBS system. The journal rotates about its own axis
with angular velocity ! and, in addition, the centre of the journal rotates about the centre

of the bearing with angular velocity �̇.

The roots of the implicit equations (37) are found using a Newton–Raphson scheme to
calculate F (n+1) and C(n+1). In our computations, this rarely required more than six iterations
to converge to an acceptable tolerance. We underline that within each iteration of the Newton–
Raphson scheme for the motion of the journal, there nests a Picard iteration scheme to solve
the implicit Navier–Stokes system.
As expected the use of an implicit approach has a very signi�cant e�ect on the numerical

stability of the evaluation of the journal’s locus. Results presented later on the stabilizing
e�ect of inertia on the journal bearing would not have been possible using the forward Euler
approach described in [30]. As for its application to the �uid equations, the Adams–Moulton
scheme again displayed oscillatory behaviour which was removed by using a smaller time-
step. Both the backward Euler and 2nd order Gear’s method were robust in their application
to tracking the motion of the journal with the higher order Gear’s method being the preferred
choice.

8. GRID GENERATION

In order to compare the QE and ALE approaches to the spectral element journal bearing
simulation we will describe two di�erent spectral element grids that were employed in our
investigation. In both grid generating algorithms the position of the inter-elemental boundaries
uniquely de�nes the grid. Therefore, the two algorithms di�er only in their positioning of the
inter-elemental boundaries. To be more precise, they di�er only in the positioning of the radial
inter-elemental boundaries. The di�erences are listed as follows:

1. Grid-A: radial inter-elemental boundaries congruent to the centre of the journal.
2. Grid-B: radial inter-elemental boundaries congruent to the centre of the bearing.

Typical grids generated from these two algorithms, for identical positioning of the journal,
are illustrated in Figures 3 and 4. As can be seen from Figure 4, Grid-B is valid only if the
diameter of the journal is greater than the radius of the bearing, which is certainly the case
in typical engineering journal bearings.
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Figure 3. Grid-A: Spectral element grid with radial lines congruent at the centre of the journal.

Figure 4. Grid-B: Spectral element grid with radial lines congruent at the centre of the bearing.
Alignment of the radial lines are independent of the position of the centre of the journal.
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The algorithm for generating the grids is described as follows:

1. Select Grid-A or Grid-B which will determine the point of congruency, given by C, of
the radial lines.

2. Insert radial inter-elemental boundaries. They will be distributed evenly in the azimuthal
direction. In the case of Grid-B, one of the inter-elemental boundaries will pass through
the centre of the bearing.

3. Insert the inner radial lines. For each spectral element, they will be distributed in the
azimuthal direction according to Gauss–Lobatto Legendre distribution.

4. Insert azimuthal inter-elemental boundaries of which one will be the bearing and one
will be the journal. These inter-elemental boundaries are circles, the centres of which
lie on the line joining the journal and the bearing. The radii and positions of the centres
of these circles are evenly distributed.

5. Insert the inner azimuthal lines, each one being circular. For each spectral element, each
line will have its centre and radius distributed according to Gauss–Lobatto Legendre
distribution.

9. NUMERICAL RESULTS

9.1. Performance of preconditioners

9.1.1. Fixed grid. As an illustration of the requirement to use a preconditioner to solve (28),
consider the modelling of a statically loaded journal bearing lubricated by a Newtonian �uid
with the parameters given in Table I.
For the purpose of this exercise the transient algorithm is executed using, as initial condi-

tions on C, a zero velocity �eld except on the journal’s surface where the boundary conditions
(5) are enforced. The number of PCG iterations is recorded at each time step until steady
state is reached. A relative tolerance of 10−8 on the pressure �eld is used as the conver-
gence criterion for the PCG algorithm at each time step. The solution (pressure) vector at
the previous time step is used as the initial solution vector for each execution of the PCG
algorithm.
This section will compare the performance of di�erent preconditioners. We consider sepa-

rately the use of preconditioners for a system with uniform viscosity and one with variable
viscosity. In all the results presented the arbitrariness of the pressure system is removed by

Table I. Basic parameters used in comparing the performance
of di�erent preconditioners for the outer PCG solver of the

Uzawa system (28).

Bearing radius (m) 0.03129
Journal radius (m) 0.03125
Eccentricity ratio 0.5
Viscosity (Pa s) 5× 10−3

(Nr , Na, Er , Ea) (8,8,1,2)
Density (kg=m3) 875
Angular velocity (rads=s) 500
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the introduction of a zero-pressure volume constraint [25] weighted to an extent that minimizes
�p where �p is the condition number of the preconditioned system. The chosen weighting is
dependent upon the time step.

9.1.2. Uniform viscosity. Using the system parameters de�ned in Table I the performance
of �ve di�erent preconditioners are considered in conjunction with the PCG algorithm for
solving the Uzawa system (28). These preconditioners, P, are as follows:

(i) P = S0:5; (ii)P= S0:25; (iii) P= S0; (iv) P=D(S0:5); (v) P= I

where S� is the coe�cient matrix of the Uzawa system (28) resulting from an eccentricity
ratio of � with uniform viscosity. The matrix function D returns the diagonal of the matrix
argument and I is the identity matrix.
Two di�erent time steps are considered, namely �t=10−4 and �t=10−6.

• �t=10−4

Figure 5 illustrates the number of PCG iterations required for the �rst 20 time-steps. In
conjunction with this �gure, Table II lists the condition number, �P, of the corresponding
preconditioned system, Q−1SQ−T, where P is the preconditioner, S is the system matrix
(28) and P=QQT.

• �t=10−6

Figure 6 illustrates the number of PCG iterations required for the �rst 400 time steps,
sampled every ten time-steps. In conjunction with this �gure, Table III lists the condition
number, �P, of the corresponding preconditioned system, Q−1SQ−T.
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Figure 5. Number of PCG iterations for di�erent preconditioners with �t=10−4 and uniform viscosity.
Preconditioners used are as follows: (a) P= S0:25; (b) P= S0; and (c) P=D(S0:5). Note: the case of

P= I failed to converge to the required tolerance.
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Table II. The condition number, �P , of the preconditioned
system, Q−1SQ−T, for di�erent preconditioners.

P �P

S0:5 1
S0:25 2:13× 104
S0:0 3:09× 105
D(S0:5) 1:01× 108
I 2:40× 108
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Figure 6. Number of PCG iterations for di�erent preconditioners with �t=10−6 and uniform viscos-
ity. Preconditioners used are as follows: (a) P= S0:25; and (b) P= S0. Note: the case of P= I and

P=D(S0:5) failed to converge to the required tolerance.

Table III. �P , the condition number of the preconditioned
system, Q−1SQ−T, for di�erent preconditioners.

P �P

S0:5 1
S0:25 6:41× 106
S0:0 1:00× 108
D(S0:5) 1:35× 109
I 2:16× 109
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The condition number of the preconditioned system, is signi�cantly higher for the smaller
time-step which results in the inability of P=D(S0:5) to converge to the required tolerance.
However, the di�erences in �P between the two time-steps is not re�ected in the performances
of either of the two preconditioners P= S0:25, P= S0. The decreasing time step results in the
increased domination of the mass matrix within the matrix E de�ned in (29). We will not
investigate the reason why the increased domination by the mass matrix results in increased
condition numbers for certain preconditioners. The poor conditioning of the Uzawa operator
S (29) is due to the poor conditioning of DD∗ [29].

9.1.3. Variable viscosity. Variable viscosity in this paper is considered through the Barus
relation, given by

�= �0e�p (38)

where p is the pressure of the �uid, � is the Barus parameter and �0 is the �uid’s viscosity
at atmospheric pressure. Such �uids are also known as piezoviscous �uids. Here we take
�0 = 5× 10−3 for comparison with the case of uniform viscosity and �=3× 10−8. With the
exception of viscosity, all parameters are as listed in Table I. The time step is taken to be
�t=10−5. As in the uniform viscosity case, the initial conditions are those of zero velocity
�eld. The viscosity of the �uid at a given time is evaluated through its pressure at the previous
time step.
Unlike the uniform viscosity case, the Uzawa operator will vary with time due to the

variation of viscosity in time. The preconditioners used here incorporate the zero pressure
condition and hence assume a uniform viscosity pro�le. On reaching steady state the �uid’s
maximum=minimum viscosities are 5:97× 10−3 and 4:27× 10−3 Pa s, respectively.
Figure 7 illustrates the number of PCG iterations required for the �rst 50 time-steps, sampled

every ten time steps. In conjunction with this �gure, Table IV lists the condition numbers,
�iP, �

s
P of the corresponding preconditioned system at the initial and �nal (steady state) time

steps.
The introduction of variable viscosity produces a moderate change in �P when using P= S0:5

as the �uid moves from the stationary initial condition to the steady state. The second time
step produces the greatest transient change in �. From then on, the number of iterations
decreases to unity as a result of the initial vector in the PCG iteration being the solution
vector at the previous time step.

9.1.4. Moving grid. The main reason that Grid-A was originally implemented in Reference
[30] was due to the fact that, with this grid, the resulting Uzawa operator is not a function
of the attitude angle of the journal (� in Figure 1). Hence, in the case of the JBS, where
the eccentricity of the journal is �xed, the Uzawa operator does not vary with time, thus
signi�cantly reducing computation time in terms of matrix construction and inversion. Even
in the case of the dynamically loaded journal bearing, the variation of the journal’s eccentricity
is often small compared to the variation in its attitude angle. Therefore, in using Grid-A for
the dynamically loaded journal bearing, the system matrices are often slowly varying resulting
in a preconditioner of the PCG iteration scheme that is e�cient over a large number of time
steps. An e�cient preconditioner is essential for solving such a system due to the large
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Figure 7. Number of PCG iterations for di�erent preconditioners with �t=10−5 and variable viscosity.
Preconditioners used are as follows: (a) P= S0:5; (b) P= S0:25; and (c) P= S0. Note: the case of P= I

and P=D(S0:5) failed to converge to the required tolerance.

Table IV. �iP , �
s
P , the condition numbers of the precon-

ditioned system, Q−1SQ−T, for di�erent preconditioners.
�iP is the condition number at the �rst time-step and �sP
the condition number at the �nal time step (steady state).

P �iP �sP

S0:5 1 1.38
S0:25 1:42× 105 1:43× 105
S0:0 2:18× 106 2:18× 106

number of time steps and the poor conditioning of the Uzawa operator in geometries with
large aspect ratios.
In contrast to Grid-A, the implementation of Grid-B results in the Uzawa operator be-

ing a function of both the eccentricity and the attitude angle of the journal. The result is
that, for the JBS, the Uzawa operator varies with time. As a comparison of the e�ciency
of the two grids, Figure 8 shows the number of PCG iterations for the JBS system using
Grid-B. The system parameters are given in Table VI. The preconditioner employed here is
the direct inverse of the system matrix (28) for the initial geometry. Also plotted in this �g-
ure is |10 sin(�)| which illustrates the relationship between the number of iterations and the
attitude angle of the journal. Since the JBS system matrix does not vary when Grid-A is used,
the number of PCG iterations for this grid remains at unity throughout the computation. For
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Figure 8. Number of PCG iterations for the Grid-B formulation plotted against time.
Also included is a plot of |10 sin(�)|.

the Grid-B formulation, the number of PCG iterations clearly varies with the attitude angle
of the journal, with the maximum number of iterations (ten) corresponding approximately to
the region �∈ (2n+1)	±	=3. In the �gure, the �rst complete cycle of the journal occurs at
time t=0:0314.

9.2. Comparison of QE and ALE

This section concentrates on the comparison between the QE approach employed initially
in Reference [30] and the ALE approach. We start with a consistency test followed by a
comparison of the two methods applied to the JBS problem. Finally we make a comparison
of the two methods for the dynamically loaded journal bearing.

9.2.1. Consistency test. For the purpose of performing a consistency test a grid is generated
in an arti�cial manner. Note that this is not implemented in any of the practical applications
of the schemes.
The veri�cation test involves a statically loaded journal bearing system which is initially at

steady state. The Grid-A spectral element grid is then moved azimuthally around the statically
loaded journal. It is only the grid that is moving, and hence the steady state results should
be preserved. This process is illustrated schematically in Figure 9 with the radial elemental
boundaries rotating about the �xed centre of the journal.
The parameters used in this veri�cation exercise are listed in Table V. This journal bearing

system supports a hydrodynamic force of (Fx; Fy)= (−24:7; 1:13× 105)N . Here (Fx; Fy) are the
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Figure 9. Schematic illustration of the grid movement for the consistency test. Journal is statically loaded
whilst the radial part of the spectral element grid rotates clockwise about the centre of the journal. The

right hand �gure shows the grid at a later time to the left hand �gure.

Table V. Table of parameters used in the veri�cation and
comparison exercises between QE and ALE.

Bearing radius (m) 0.03129
Journal radius (m) 0.3125
Eccentricity ratio 0.1
Journal angular velocity (rad=s) 200
Grid angular velocity (rad=s) 10
Density (kg=m3) 100
Viscosity (Pa s) 5× 10−3

Cartesian components of the hydrodynamic force. The e�ect of rotating the spectral element
grid upon Fx is illustrated in Figure 10. In this �gure, Fx is plotted against time and the
predictions of the QE and ALE schemes are compared. The domain of the graph (0:7 s) is
slightly longer than the period of the rotation of the grid (0:63 s). In preserving the steady
state value of Fx, the ALE approach is clearly more accurate than the QE approach. These
results correspond to a grid angular velocity of 10 rad=s. Increasing the grid angular velocity
further results in even greater variation in Fx for the QE approach whilst ALE preserves the
uniform value of −24:7N . The former observation is due to an increased departure from the
QE assumption that the grid velocity is small.
As far as the dominant Cartesian force component, Fy, is concerned, both the ALE and QE

approaches preserve the value of Fy=1:13× 105N as the grid rotates. Since the variation in
the magnitude of the hydrodynamic force vector is small, even for the QE scheme, the above
result should be taken as a veri�cation of the ALE approach as opposed to a criticism of the
QE scheme for this grid velocity. However, in using the QE scheme, care must be taken with
the grid velocity and its e�ect on the results being analysed.

9.2.2. Journal bearing simulator (JBS). The journal bearing simulator (JBS) system is de-
scribed in Section 7. In this section we consider the motion of such a system in which the
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Figure 10. Comparison of the horizontal force component, Fx, between the QE and
ALE schemes for a statically loaded journal bearing with rotating spectral element

grid. System parameters are given in Table V.

Table VI. Table of parameters used for the JBS system.

Bearing radius (m) 0.0300
Journal radius (m) 0.0295
Eccentricity ratio 0.1
! (rad=s) 0
�̇ (rad=s) 200
Density (kg=m3) 800
Viscosity (Pa s) 5× 10−3

centre of the journal traces a circular locus about the centre of the bearing and the jour-
nal simultaneously rotates about its own centre. This motion is illustrated schematically in
Figure 2 where the angular velocity of the journal about its own centre is represented by
! and the angular velocity of the journal’s centre about the bearing’s centre is represented
by �̇.
The predictions of the ALE and QE schemes are compared for the JBS system. As part of

the comparison, the two grid generation algorithms, Grid-A and Grid-B, are considered.
The parameters for the JBS system considered in this section are given in Table VI.
Three di�erent combinations of grid generation algorithms with moving grid methodologies

are considered in this section, namely:

(i) QE using Grid-A (QE-A),
(ii) QE using Grid-B (QE-B),
(iii) ALE using Grid-A.
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Figure 11. Comparison of the radial component of the hydrodynamic force, Fr , in a JBS system using:
(i) QE-A; (ii) QE-B; and (iii) ALE. System parameters are given in Table VI.

ALE using Grid-B is not considered since Grid-B was speci�cally designed for the QE
scheme in order to preserve the assumptions of a slowly moving grid. Grid-B has the disad-
vantage of being more expensive in terms of PCG iterations (see Section 9.1.4). The slowly
moving grid assumption is not required for ALE, and hence we deem that ALE is better
suited to the more e�cient Grid-A approach.
A comparison is made between the hydrodynamic forces obtained from these three schemes

applied to the JBS system. The results are shown in Figures 11 and 12 which display the
(Fr; Ft) components of the hydrodynamic forces, respectively. Figure 12 shows that all three
methods (i)–(iii) agree reasonably well for the tangential component of the hydrodynamic
force, Ft , with the di�erences in the results being about 1.5%. However, in the computations
of the radial component of the hydrodynamic force, Fr , as shown in Figure 11, QE-B and
ALE are in close agreement, but di�er signi�cantly from the results of QE-A. The agreement
here forms a validation exercise for ALE using the faster Grid-A when compared with the
application of the QE approach to the slower moving, but less e�cient, Grid-B. Furthermore,
the result of QE-A indicates that Grid-A is unsuitable in this application of the QE scheme
since the higher mesh velocity results in a loss of accuracy.
This section and Section 9.1.4 have highlighted some advantages and disadvantages of

implementing Grid-A and Grid-B into the QE approach. With the faster moving grid, QE-A
is more e�cient than QE-B due to the �-independent property of the system matrix. The cost
of this advantage is a loss of accuracy. In contrast the ALE approach possesses all of the
listed advantages of these methods and none of the disadvantages. The above results therefore
justify the implementation of ALE for moving spectral element journal bearing systems.
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Figure 12. Comparison of the tangential component of the hydrodynamic force, Ft , in a JBS system
using: (i) QE-A; (ii) QE-B; and (iii) ALE. System parameters are given in Table VI.

Next, we consider the dynamically loaded system which includes a comparison of the ALE
approach with that of using QE-A, the latter method having been used in numerous papers
on the dynamically loaded journal bearing (see, for example References [30–32]).

9.2.3. Dynamically loaded journal bearing. In Section 9.2.2, comparing the ALE and QE
methods for the JBS system, we highlighted the di�erence between the two methods. In
order to obtain good agreement between the QE and ALE methods there is a necessity for
the QE method to have a slowly moving grid. When this constraint is violated, as in the case
of the QE-A system, it is not di�cult to obtain examples for the dynamically loaded journal
bearing (DJB) for which there are signi�cant di�erences between the QE and ALE methods.
On the other hand, for numerous DJB systems for which the journal is physically stable, such
as tending towards a steady state, only small di�erences between the ALE and QE-A methods
are noted. The main reason for this is that, for a journal system that tends towards steady
state (and hence zero translational velocity for the journal) the spectral element mesh velocity
will also tend towards zero.
With physically stable journals that produce limit cycles for the path of the journal, the

observed di�erences between QE-A and ALE are small once the limit cycle is obtained. Again,
the mesh velocities observed in such DJB systems are signi�cantly lower than those observed
in JBS systems. These observations support the use of the QE-A approach to modelling
dynamically loaded journal bearings. However, it has to be noted that in some publications
(for example Reference [33]), the QE method was used to model a cavitating dynamically
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Figure 13. Comparison of eccentricity ratio between the ALE and QE-A
schemes for a DLJ system. The journal’s initial position is given by

(”; �)= (0:2; 0). Other parameters are given in Table VII.

loaded journal bearing system. In such a model, the stability of the numerical algorithm was
enhanced by the inter-elemental boundaries following the boundary of the cavitating �uid. In
such a case it may be possible that the velocity of the moving mesh may be too high for the
QE methodology to be accurately implemented. In all of the DJB systems considered in this
paper (Section 9.3) no limit cycle contained the origin. If such a system was considered, then
the QE-A approach would result in the radial spectral elements completing a full cycle about
the centre of the journal. The result would be a higher grid velocity than those encountered
in this paper and therefore not necessarily suitable for the QE method.
An additional justi�cation for implementing ALE for the DJB system is illustrated in

Figure 13 for a system containing inertia. This �gure compares the eccentricity ratio with
time for computations made by using ALE and by using the QE-A approach. The system’s
parameters are given in Table VII. Lubrication theory predicts that the journal will tend to-
wards a steady state: the steady state being well inside the initial position of the journal.
From the �gure it is clear that ALE predicts a journal with an overall decreasing eccentric-
ity whilst the QE-A approach suggests that the journal will be physically unstable. The same
parameters as in this comparison are used in the next section when comparing with lubrication
theory.
Even for an inertialess �uid, for which the ALE approach is typically �ve times slower

than the QE-A approach, it is still recommended to use the ALE approach as the in�uence of
the mesh velocity on the accuracy of QE-A is somewhat unpredictable and therefore results
in a less robust scheme.
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Table VII. Parameters for the comparison between lubrication the-
ory and ALE, which results in a physically stable system. Results

using these parameters are supplied in Figures 13 and 14.

Bearing radius (m) 0.05005
Journal radius (m) 0.05000
! (rad=s) 500
Density (kg=m3) 400
Viscosity (Pa s) 5× 10−3

Journal mass (kg) 184
Prescribed applied load (N) 1800

9.3. Comparison of ALE and lubrication theory

In previous sections, we have described the dynamically loaded journal bearing (DJB) system
(Section 7), the ALE approach using spectral elements (Sections 5 and 6.2) and lubrication
theory applied to the DJB system (Section 4).
This section will present and compare the results of using the spectral element method with

ALE and lubrication theory for modelling the DJB system.
The parameters that contribute to a physically more stable system through the e�ects of

inertia demand �ner numerical discretizations than for a physically unstable system. This is not
the case for a system that is physically stable through, for example, the e�ects of a pressure
thickening �uid. For the spectral element method, the �ner spatial and temporal granularity
due to increased inertia e�ects is signi�cantly more demanding than for the one-dimensional
lubrication theory approach.
For this reason we shall present only one comparison between the ALE approach and

lubrication in which the resulting physical system is stable due to the e�ect of inertia. The
parameters used in such a run are given in Table VII.
Due to computational expense, the results for ALE are only presented up to time t=1.

The eccentricity ratios presented in Figure 14 are those for the lubrication theory and for
the spectral element=ALE approach. Two results are presented for the ALE approach, namely
those obtained when using the backward Euler method and Gear’s method for tracking the
journal locus. The results presented are accurate to graphical tolerance for the lubrication
theory and the spectral element approach when using Gear’s method. To achieve this accu-
racy a time step of �t=10−5 s and spatial parameters of (Nr; Na; Er; Ea)= (10; 10; 1; 2) were
used for Gear’s method and a time step of �t=2:5× 10−6 s for the lubrication theory. The
numerical parameters used for the backward Euler’s method for the ALE approach is the
same as that for Gear’s method; the results from Euler’s method have not achieved graphical
tolerance.
The �gure illustrates the close agreement for this system between lubrication theory and the

ALE approach using Gear’s method. A time step of less than �t=10−6 s would have been
required to obtain similar results using the backward Euler approach. At start-up in the ALE
method a much smaller time-step was required in order to preserve convergence of the nested
iterations of the inertia solver (see the Appendix) and the journal locus solver (37). After
a few time-stages, however, the quoted time step of �t=10−5 s was su�cient to preserve
numerically accurate results.
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Figure 14. Comparison of eccentricity ratio evaluated using lubrication theory and ALE. The journal’s
initial position is given by (”; �) = (0:2; 0). Other system parameters are given in Table VII. The results

for the lubrication theory and Gear’s method are almost indistinguishable.

Table VIII. Parameters for the comparison between lubrication the-
ory and ALE, which results in a physically unstable system. Results

using these parameters are supplied in Figures 15 and 16.

Bearing radius (m) 0.03129
Journal radius (m) 0.3125
! (rad=s) 250
Density (kg=m3) 800
Viscosity (Pa s) 5× 10−3

Journal mass (kg) 5× 104
Prescribed applied load (N) 5× 105

The above results are over a relatively short time frame for this journal bearing system.
Applying lubrication theory to this system over a long time frame (¿100 s) results in the
journal arriving at a small stable limit cycle near the origin with a maximum eccentricity
ratio of approximately 7× 10−3. In order to achieve this limit cycle using the ALE approach
within a reasonable time, we would have to set the journal’s initial position to be close to
the limit cycle.
We now consider a less computationally demanding scenario in which to compare ALE

and lubrication theory in a system that is physically unstable. The parameters used in such a
run are given in Table VIII.
The geometry of this problem has a very small gap which suggests that it is a suitable

geometry for analysis by lubrication theory. Figures 15 and 16 compare the journal locus for
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Figure 15. Comparison of eccentricity ratio evaluated using lubrication theory
(LT) (Newtonian and Stokes) and ALE. The journal’s initial position is given by

(”; �) = (0:5; 0). Other system parameters are given in Table VIII.
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Figure 16. Comparison of sin � evaluated using lubrication theory (LT) (Newtonian
and Stokes) and ALE. The journal’s initial position is given by (”; �) = (0:5; 0).

Other system parameters are given in Table VIII.
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the parameters listed in Table VIII using (i) ALE for a Newtonian lubricant, (ii) lubrication
theory for a Newtonian lubricant and (iii) lubrication theory for a Stokes lubricant. The results
in these �gures are accurate to graphical tolerance, using �t=2:5× 10−6 s for both ALE and
lubrication theory, and (Nr; Na; Er; Ea)= (10; 10; 1; 2) for ALE.
All three paths di�er signi�cantly although the in�uence of inertia on the lubrication theory

path is the least signi�cant. All three models display the property of tending towards half-
speed whirl. The most striking di�erence between the methods is in the plot for the eccentricity
ratio where, within one period of motion of the journal about the centre of the bearing, the
minimum eccentricity of the ALE method is much lower than predicted by lubrication theory.
The corresponding maximum eccentricities are much more in agreement.
The attitude angles of the three models are similar in shape but there are signi�cant phase

shifts between them. Again the most signi�cant di�erence is between the ALE and lubrication
theory for the Newtonian �uid with lubrication theory predicting a comparatively small inertial
e�ect on the attitude angle. This example highlights the failure of lubrication theory to model
the dynamics accurately.

10. CONCLUDING REMARKS

In this paper issues regarding the construction and movement of spectral element meshes
using an ALE formulation have been considered within the framework of journal bearing
lubrication. The lubricant in this study is modelled using a generalized Newtonian model in
which a Barus law is used to describe the dependence of viscosity on pressure.
A comparison between the predictions of lubrication theory and direct numerical simulations

using the spectral element method has shown that although the former is more e�cient than
the latter, since it is based on an approximation of the latter, it cannot be universally relied
upon to provide accurate results. In particular, the lubrication approximation fails to capture
the dynamics of the journal accurately when inertial e�ects are important. Furthermore, the
direct numerical simulation approach facilitates the inclusion of more re�ned mathematical
models such as those derived from kinetic theory considerations (see Phillips and Smith [35],
for example).
The discrete equations at each time step are solved using the PCG method in which the

most e�cient preconditioner is one that is allowed to change in a dynamic fashion. The
preconditioner is based on a Choleski decomposition of the Uzawa operator evaluated at a
given journal eccentricity. The use of an implicit time-stepping technique to compute the
path of the journal is essential for the spectral element method. The range of journal mass for
which numerically stable results are possible is far greater than when an explicit time-stepping
approach was used.
Issues concerning the generation and movement of spectral element meshes form the focus

of this paper. In particular, comparisons between the QE and ALE methodologies have been
performed. The in�uence of the magnitude of the mesh velocity on the performance of these
methods has been investigated and shown to have a profound e�ect on the range of validity
of the QE approach. On the contrary, the ALE formulation is not subject to such severe
constraints on the movement of the mesh and is therefore extremely robust.
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APPENDIX A: ITERATIVE SOLVER FOR THE NONLINEAR CONVECTION TERM

System L(n+ 1; m+ 1):

�
(
C(n+1; m+1) − C(n)

�t
+ (C(n+1; m) −m) · ∇C(n+1; m)

)
=∇ · �(n+1; m+1) − ∇p(n+1; m+1) (A1)

∇ · C(n+1; m+1) =0 (A2)

�(n+1; m+1) = �(∇C(n+1; m+1) + (∇C(n+1; m+1))t) (A3)

Picard iteration procedure performed at each time stage (n+ 1):

begin
m := 0
C(n+1; m) := C(n)
do while (not converged)
Solve L(n+ 1; m+ 1) for C(n+1; m+1); �(n+1; m+1); p(n+1; m+1)
m :=m+ 1
If C(n+1; m) ≈ C(n+1; m−1) then converged

end do
C(n+1) := C(n+1; m)

end
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